Energy efficient network-flow-based algorithm for multiuser multicarrier systems
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Abstract: The resource allocation problem of minimising transmission power with per user rate constraint is studied for energy efficiency of multiuser multicarrier systems. The authors introduce an algorithm that deploys a flow-based decomposition strategy, called the network-flow-based algorithm (NFBA), to circumvent the NP-hard complexity of the resource allocation problem. The authors prove global optimality of the algorithm for the case of a flat-fading channel. For the general frequency selective channel, the flow size is adjusted adaptively to minimise the transmission power. Also, a compact integer programming formulation is developed to provide tight lower and upper bounds of the minimum power. Numerical results show that the authors’ proposed NFBA achieves near-optimal performance with polynomial complexity even for large-scale systems.

1 Introduction

Resource allocation including subchannel (alternatively subcarrier or subband) allocation and power assignment has been actively considered in multiuser multicarrier systems, such as in orthogonal frequency-division multiple access (OFDMA) [1, 2]. Owing to the increasing concern of energy efficiency, recently much focus for resource allocation has been on minimising energy consumption. The energy optimisation applies to most types of wireless networks, such as cellular networks which is the main application area of our work, and ad hoc networks (e.g. [3]). The resource allocation problem for energy minimisation is, however, NP-hard [4, 5]. Variable relaxation, asymptotical approaches and heuristic algorithms have been applied to circumvent the extremely high complexity to obtain near-optimal subchannel allocations [6–10]. For example, minimisation of weighted sum power and maximisation of sum or minimum rate have been studied [6–8]. In [9], the bandwidth-assignment-based-on-SNR algorithm decides the number of subcarriers each user gets, and the rate-craving-greedy (RCG) algorithm or the amplitude-craving-greedy (ACG) algorithm is then used to assign specific subcarriers and power allocation to users. The RCG and ACG algorithms are greedy approaches that assign subcarriers based on the maximum rate and the maximum effective channel, respectively. In [10], the successive user integration (SUSI) algorithm is proposed which proceeds in two stages. After selecting an initial candidate, the SUSI algorithm performs a local search algorithm, that is, it searches around neighbouring solution candidates, by continuously exploring whether there is a net decrease in the transmission power by re-assigning one subchannel from user to another user. The algorithm stops when it reaches a local optimum, at which none of the neighbouring solutions leads to any improvement. Many other two-stage algorithms have been proposed recently, including sorting-and-assignment algorithms [11, 12], subcarrier-and-power allocation algorithms [13] and user-and-rate allocation algorithms [14]. The aforementioned heuristic algorithms, however, achieve loose gaps from the optimum, or their complexities are hard to predict as the number of iterations needed is a tuning parameter. Hence, it is of practical importance to study simple strategies that achieve near-optimal performance with tractable complexity.

In this paper, we focus on developing an adaptive heuristic algorithm with near-optimal performance and polynomial complexity within a general framework. The resulting algorithm is referred to as the network-flow-based algorithm (NFBA). The proposed NFBA sequentially allocates $F^t$ resources in the $t$th iteration, until all resources are exhausted. A graph-based solution framework (i.e. minimum cost multi-commodity network flow) has been performed for utility maximisation of OFDMA resource allocation [15]. The utility is maximised by minimising the flow cost representing the negative values of ‘date rate’. In contrast to maximum-utility resource allocation, the problem of minimum power subject to rate target that we consider does not admit a single-stage multi-commodity flow formulation. In the proposed NFBA, we maximise the ‘potential power saving’ (profit) on the flow, instead of minimising the cost, in a $F^t$ adaptively. To this end, we first consider NFBA-1 and NFBA-max in which the flow size is fixed as its minimum ($F^t = 1$) and maximum ($F^t = \max(N', M)$), respectively, where $N'$ is the number of subchannels available in iteration $t$ and $M$ is the number...
of users. Moreover, we justify the rationale of NFBA by proving that NFBA-I guarantees global optimality for flat-fading channels. To achieve both merits of NFBA-I and NFBA-max, the flow size $F'$ is adapted according to the frequency selectivity of the channel, resulting in the so-called NFBA-adapt algorithm. For the adaptation, we employ a uniformity metric that reflects the power saving variation (from channel variation). We show that the complexity of the NFBA with adaptation is polynomial. We also develop a compact integer programming formulation based on bounding the rate function to provide tight lower and upper bounds of the minimum power. In summary, our contributions include:

- A general NFBA representation for an orthogonal subchannel allocation problem.
- Complexity analysis of NFBA-I, NFBA-max and NFBA-adapt.
- Optimality guarantee of NFBA-I in flat-fading channel and of NFBA-max when $M = N$.
- A compact integer programming formulation providing tight lower and upper bounds of the minimum power.

Numerical results show that the bounds obtained from the integer programming problem are within 0.35%, and NFBA-adapt achieves near-optimal performance within 1.98% of the minimum energy for 20 users with 50 subchannels.

2 Problem formulation

Consider a multiuser multicarrier system in which one transmitter communicates with $M$ receivers via $N$ subchannels as shown in Fig. 1. Denote $M = \{1, \ldots, M\}$ and $N = \{1, \ldots, N\}$ by the sets of $M$ users and $N$ subchannels, respectively. In the OFDMA system, our task is to allocate each user $m \in M$ to a subchannel set $\mathcal{N}_m \subseteq N$. Also, we are to allocate the transmission power $P_{mn}$ to user $m$ on subchannel $n$, which results in rate $r_{mn}(P_{mn}) = \log(1 + P_{mn}/\sigma_n^2)$, where $\sigma_n^2 > 0$ is the channel gain. Here, without loss of generality, we assume a unit gain. Hence the signal-to-noise ratio (SNR) is $P_{mn}/\sigma_n^2$. Each user $m \in M$ has its own target rate $R_m$, that is, $\sum_{n \in \mathcal{N}} r_{mn} = R_m$. It is well known that for each user $m \in M$, given subchannel allocation $\mathcal{N}_m$ and target rate $R_m$, the minimum energy (or interchangeably power) allocation for any channel $n \in \mathcal{N}_m$ is unique and given by $P_{mn}^\ast(\mathcal{N}_m)$.

In this paper, we jointly optimise the subchannel allocation and power allocation to minimise the total energy. Since the optimal power allocation is $P_{mn}^\ast(\mathcal{N}_m)$, the essence of resource allocation is to find the optimal subchannel sets $\{\mathcal{N}_1, \ldots, \mathcal{N}_M\}$. Mathematically, our original optimisation problem is formulated as

$$P_{\text{orig}}: \text{minimise} \sum_{m \in M} \sum_{n \in \mathcal{N}} P^\ast_{mn}(\mathcal{N}_m)$$  

subject to $\mathcal{N}_m \cap \mathcal{N}_m' = \emptyset, \forall m_1 \neq m_2 \in M$ (1b)

where the constraint is for orthogonal (exclusive) subchannel allocation among users. As the orthogonal subchannel allocation in OFDMA systems is optimal to maximise sum rate as proved in [16], we retain it in our power minimisation problem to preserve backward compatibility for the OFDMA systems.

Instead of optimally solving the original problem $P_{\text{orig}}$ which is NP-hard even if the cardinalities of $\{\mathcal{N}_1, \ldots, \mathcal{N}_M\}$ are given [5], we propose a NFBA based on graph-based approach and aimed at near-optimal solutions with tractable polynomial complexity.

3 Network-flow-based algorithm

Before introducing NFBA, we reformulate the original problem $P_{\text{orig}}$ in (2) as $P_{\text{orig}}$ in Section 3.1. In Section 3.2, NFBA will be described after recapitulating the maximum flow problem with weighted arcs [17], and its flow size adaptation will be proposed in Section 3.3.

3.1 Problem reformulation

Let $t$ be an iteration index in iteration set $\mathcal{T} = \{1, \ldots, T\}$, where $T$ is the iteration number which will be decided later. Consider the following optimisation problem

$$P_{\text{orig}'}: \text{maximise} \sum_{m \in \mathcal{M}} \sum_{n \in \mathcal{N}'} P^\ast_{mn}(\mathcal{N}_m')$$  

subject to $\mathcal{N}_m \cap \mathcal{N}_m' = \emptyset, \forall m_1 \neq m_2 \in M$ (1b)

$$\sum_{n \in \mathcal{N}'} f_{tmn}^t \leq N$$  

(2d)

where $N'$ is the remaining subchannel set at iteration $t$; $f_{tmn}^t$ is an assignment indicator that is one if subchannel $n$ is assigned to user $m$ at iteration $t$, and zero otherwise; and $\delta_{mn}^t$ is the potential power saving (profit) for user $m$ at iteration $t$. If we allocate subchannel $n$ to user $m$ at iteration $t$, the profit is written as

$$\delta_{mn}^t = \sum_{n' \in \mathcal{N}_{m'}' \cup \{n\}} P^\ast_{mn}(\mathcal{N}_m' - 1) - \sum_{n' \in \mathcal{N}_{m'}' \cup \{n\}} P^\ast_{mn}(\mathcal{N}_m' - 1)$$  

(3)

where $\mathcal{N}_m'$ is the subchannels allocated to user $m$ until iteration $t$ with $\mathcal{N}_m'^0 = \emptyset, \forall m \in M$. We can show that $P_{\text{orig}}'$ is equivalent to $P_{\text{orig}}$, as follows. First, note that the constraints (2b) and (2c) ensure orthogonality of all subchannels allocated for all user $m \in M$ and iteration $t \in T$, and hence they are equivalent to the constraint in (1). The last constraint (2d) is for the iteration number.
From (2a), moreover, we can show that

$$\sum_{t \in T} \sum_{n \in N} \delta_{mn} f_{mn} = \sum_{n' \in N_{m}^{T-1}} P_{mn}^{\star} (N_{m}^{T-1} \cup \{n'\}) + \sum_{n' \in N_{m}^{T-2}} P_{mn}^{\star} (N_{m}^{T-2}) - \sum_{n' \in N_{m}^{T-1}} P_{mn}^{\star} (N_{m}^{T-2} \cup \{n'\} - \cdots$$

$$+ \sum_{n' \in N_{m}^{T}} P_{mn}^{\star} (\theta) - \sum_{n' \in N_{m}^{T}} P_{mn}^{\star} (\theta \cup \{n'\})$$

$$= \sum_{n' \in N_{m}^{T}} P_{mn}^{\star} (\theta) - \sum_{n' \in N_{m}^{T}} P_{mn}^{\star} (N_{m}^{T})$$

(4)

where for all $t \in \{1, \ldots, T\}$, $N_{m}^{t} = N_{m}^{t-1} \cup \{n'\}$ and $n'$ represents the assigned subchannel index at $t$ (i.e. $f_{mn} = 0$, if $n \neq n'$ for all $t$). Here, $\sum_{n' \in N_{m}^{T}} P_{mn}^{\star}(\theta) = P_{mn}^{\star}(\theta)$ is an initial power value of user $m$, which can be set as a constant (i.e., independent from $m$) that is sufficiently large such that at least one subchannel is allocated to every user. For example, $P_{mn}^{\star}(\theta)$ can be set to the power satisfying the maximum rate, that is, $\max_{m \in M} R_{m}$, on the subchannel assuming the minimum gain, that is, $\min_{m \in M, n \in N} g_{mn}$. Consequently, maximising the profit in (2a) is identical to minimising the cost in (1).

The reformulated problem (2) is still intractable because all $N_{m}^{t}$'s should be entirely optimised for all $t$ (equivalently $N_{m}^{t}, \forall m$ in (1) or $N_{m}^{T}, \forall m$ in (4)). Nevertheless, the formulation in (2) allows us to devise NFBA to simplify the original problem.

### 3.2 NFBA description

To tackle the complexity of $P_{\text{orig}}$ (or equivalently $P_{\text{org}}$), NFBA sequentially allocates $F^{t}$ subchannels in iteration $t$, with $1 \leq F^{t} \leq M$, until $\Sigma F^{t} = N$. In other words, for given $\{N_{m}^{T-1}, \forall m\}$ and remaining subchannel set $N^{t}$ at iteration $t$, we formulate the subproblem of $P_{\text{orig}}$ as

$$P_{\text{org}}^{t} = \text{maximise} \sum_{m \in M} \sum_{n \in N^{t}} \delta_{mn} f_{mn}$$

(5a)

s.t. $f_{mn} \in \{0, 1\}, \forall m, n$

(5b)

and solve it from $t = 1$ to $T$ sequentially, which is a suboptimal approach to solve $P_{\text{org}}^{t}$. During the iterations, previously allocated resources are not re-allocated subsequently, hence clearly $F^{t} \leq \min(N^{t}, M)$, and we can reduce the computational complexity. We wish to allocate $F^{t}$ subchannels with the restriction that each user in $M$ is allocated at most one subchannel at iteration $t$.

To solve the subproblem $P_{\text{org}}^{t}$ via maximum weighted flow, we first recapitulate the maximum flow problem. Consider a network represented by a directed graph. Every arc from vertex $v_{1}$ to $v_{2}$ ($v_{1} \neq v_{2}$) can deliver a flow of $f_{v_{1}v_{2}} \leq c_{v_{1}v_{2}}$ to give a weighted flow of $\delta_{v_{1}v_{2}} f_{v_{1}v_{2}}$, where the capacity $c_{v_{1}v_{2}} \geq 0$ and the weights $\delta_{v_{1}v_{2}} \geq 0$ on arcs are fixed. The flow starts from one node (supply or source) and ends at another node (demand or sink). The optimisation task is to find a flow pattern to maximise the total weighted flow $\sum_{v_{1}} \sum_{v_{2}} \delta_{v_{1}v_{2}} f_{v_{1}v_{2}}$, subject to the flow conservation at the network nodes $v$, that is, $\sum_{v_{1}} f_{v_{1}v} = \sum_{v_{2}} f_{v_{v_{2}}}$. Now, we reformulate $P_{\text{org}}^{t}$ as the maximum flow problem with weighted arcs. We construct a network with one source, $M$ user nodes, $N^{t}$ subchannel nodes and one sink; see example in Fig. 2 with $M = 2$ and $N^{t} = 3$. The profit $\delta_{mn}$ and the assignment indicator $f_{mn}$ in (5) can be interpreted as the weight and flow, respectively, in the network. To make the node indices unique, we map each subchannel $n \in N$ to the subchannel node $\tilde{n} = n + M$. The supply node $S$ is connected to each user node $m$ only; each user node is connected to every subchannel node $\tilde{n}$ only; each subchannel node is connected to the demand node $D$ only. All arcs have unit capacity. The arc from user node $m$ to subchannel node $\tilde{n}$ (i.e. to subchannel $n$) has weight $\delta_{mn}$ and the remaining arcs connected to $S$ or $D$ have zero weight. Then, we can equivalently reformulate $P_{\text{org}}^{t}$ as follows

$$P_{\text{flow}}^{t} = \text{maximise} \sum_{m \in M} \sum_{n \in N^{t}} \delta_{mn} f_{mn}$$

(6a)

subject to $f_{mn}, f_{S\tilde{m}}, f_{D\tilde{n}} \in \{0, 1\}, \forall m, \tilde{n}$

(6b)

$\sum_{m \in M} f_{mn} = F^{t}$

(6c)

![Fig. 2 Example of a network with M = 2 and Nt = 3](image-url)
\[ \sum_{n \in \mathcal{R}'} f_{iD} = F' \]  
(6d)

\[ \sum_{i \in \mathcal{R}'} f_{i,n} = f_{i,m}, \ \forall m \]  
(6e)

\[ \sum_{m \in \mathcal{M}} f_{i,m} = f_{iD}, \ \forall n \]  
(6f)

Description of the variables, objective function and constraints:

- Variables:
  - flow \( f_{i,n} \), \( f_{i,m} \), \( f_{iD} \), \( f_{i,m} \) are flow variables.

- Objective function:
  - The objective function in (6a) is a total weighted flow; the sum energy can be reduced for the alternative optimal (\( \mathcal{N}_m \)) in (5a); and \( \mathcal{R}' \) is a remaining subchannel node set just before iteration \( t \) with \( \mathcal{R}' = \{1 + M, \ldots, N + M\} \).

- Constraints:
  - Equation (6b) is a capacity constraint.
  - Equations (6c) and (6d) formulate the production (outgoing) and consumption (incoming) of flow at the source and sink nodes, respectively.
  - Equations (6e) and (6f) model flow conservation with zero net flow at user and subchannel nodes, respectively.

Assignment mapping:

- \( \mathcal{N}_m \) \( \leftarrow \bigcup_{n \in \mathcal{R}} \{ n | n = \bar{n} - M \} \) where \( f_{i,m} = 1 \), \( \forall m \)

Note that constraints in (6b)–(6f) sustain the constraints in (5b) and (5c). We can readily solve \( P_{\text{flow}} \) through a network flow algorithm or solver. Owing to the total unimodularity of minimum-cost flow [17] and unit capacity, the optimum flows \( (f_{i,m}) \) on all arcs are either zero or one, even if the integrality requirement (6b) is replaced by the linear constraints \( 0 \leq f_{i,m} \leq 1 \). The assignment with \( F' \) is repeated until all subchannels are allocated, that is, \( \mathcal{R}' = \emptyset \).

A pseudo-code of NFBA is given in Fig. 3.

3.3 Adaptation of flow size \( F' \)

In NFBA, flow size \( F' \) is a control parameter which influences performance. Finding the optimal set of \( F' \)'s, however, requires enormous number of comparisons for all possible \( F' \) combinations. Hence we adapt \( F' \) on an iteration-by-iteration basis. We consider two fixed-flow schemes including greedy allocation (i.e. NFBA-1) and bipartite matching (i.e. NFBA-max), and an adaptive flow scheme that is a generalisation of these two fixed flow schemes.

3.3.1 NFBA-1 \( (F' = 1) \): In NFBA-1, we fix \( F' = 1 \) for \( t = 1, \ldots, N \). NFBA-1 can be considered as a pure greedy algorithm whereby in each iteration, we select the subchannel that results in the largest power saving (or profit) for allocation. As a consequence, the algorithm complexity is polynomial as shown in Theorem 1 below.

**Theorem 1:** The complexity of NFBA-1 is \( O(MN^2) \).

Proof: Finding the optimum in iteration \( t \) amounts to simply selecting the maximum-profit arc among a total of \( MN \) arcs. There are exactly \( N \) iterations. Hence the amount of computations is \( \sum_{t=1}^{N} M(N+1-t) \), giving an overall complexity of \( O(MN^2) \).

The motivation for NFBA-1 is from Theorem 2, which states that NFBA-1 is optimal if the channels are flat fading, that is, every user \( m \in \mathcal{M} \) has the same channel gain \( g_m = g_m, n \in \mathcal{N} \). Note that the channel gains still differ for different users.

**Theorem 2:** If the channels are flat fading, then NFBA-1 solves problem \( P_{\text{orig}} \) optimally with time complexity \( O(MN) \).

Proof: For flat-fading channels, the problem degenerates to determining the number of subchannels for each user. Consider user \( m \in \mathcal{M} \). It is optimal to split the rate of each user evenly among the allocated subchannels; otherwise by the convexity of the rate function, the sum energy can be reduced. With \( x \) subchannels, the sum power for user \( m \) is \( p_m(x) = x \left( \frac{p_m(x)}{x} - 1 \right) g_m \). Treating \( x \) as a continuous variable, it can be shown that function \( p_m(x) \) is strictly decreasing and strictly convex for \( x > 0 \). For any two positive integers \( v_1 < v_2 \), it follows that \( \delta_m(v_1) > \delta_m(v_2) \), where \( \delta_m(v) = p_m(v) - p_m(v+1) \) is the power saving (profit). In other words, as the number of allocated subchannels increases, the power saving by allocating one additional subchannel strictly decreases. Denote by \( \mathcal{N}_m \) and \( \mathcal{N}_m \) the number of subchannels of user \( m \) at optimum and the number of subchannels allocated to user \( m \) in the solution returned by NFBA-1, respectively, \( \forall m \in \mathcal{M} \). Suppose solution \( (N_1, \ldots, N_M) \neq (N_1^*, \ldots, N_M^*) \) and let \( \Delta = \sum_{m \in \mathcal{M}} |N_m - N_m^*| \). Note that \( \sum_{m \in \mathcal{M}} |N_m| = N. \) Thus if \( \Delta > 0 \), there must exist at least two users, say users 1 and 2, such that \( N_1 > N_1^* \) and \( N_2 < N_2^* \).

Consider the iteration in which user 1 is allocated its last, \( \mathcal{N} \)th channel. Denote by \( \mathcal{N}_2 \) the number of subchannels allocated to user 2 at this stage. As NFBA-1 applies greedy selection by power saving, we obtain \( \delta_2(N_1 - 1) > \delta_2(N_2) \), as otherwise the channel would have been allocated to user 2 instead. As \( N_2 \leq N_2 \), \( \delta_2(N_2) \geq \delta_2(N_2) \), \( \delta_2(N_1 - 1) > \delta_2(N_2) \). As \( N_1 - 1 \geq N_1^* \) and \( N_2 \leq N_2^* - 1 \), we obtain \( \delta_2(N_1 - 1) \geq \delta_2(N_1^* + 1) \), \( \delta_2(N_2) \geq \delta_2(N_2^* - 1) \), respectively. Using the three inequalities for profits, consequently, we arrive at \( \delta_2(N_1^* + 1) > \delta_2(N_2^* - 1) \). Strict inequality would contradict the optimality of \( (N_1^*, \ldots, N_M^*) \). Assume therefore, equality, meaning that there is an alternative optimum, in which the numbers of subchannels of users 1 and 2 are increased and decreased by one, respectively. Note that \( \Delta \) is strictly reduced for the alternative optimum solutions. Considering the alternative optimum and applying the same line of argument, eventually \( \Delta = 0 \).

---

**Algorithm 1:** Network-flow-based algorithm

```plaintext
set up t = 1, \( \mathcal{R}' = \{ \bar{n} : \bar{n} = n + M; n \in \mathcal{N}' \} \), and \( \mathcal{N}_m^0 = 0, \forall m \in \mathcal{M} \).
while \( \mathcal{R}' \neq \emptyset \)
compute \( \delta_m(N) \) in (3), \( \forall m \in \mathcal{M} \) and \( \forall n \in \mathcal{R}' \).
find \( \{ f_{i,m} \} \) by solving (6a)-(6f) for a given \( F' \).
update \( \mathcal{N}_m^t = \mathcal{N}_m^{t-1} \cup \{ n \} \) and \( \mathcal{R}'^{t+1} = \mathcal{R}' \setminus \{ \bar{n} \} \) if \( f_{i,m} = 1 \).
update \( t = t + 1 \).
end while
```

Fig. 3 Algorithm 1: Network-flow-based algorithm
3.3.2 NFBA-max ($F^t = \min(N^t, M)$): In NFBA-max, we set $F^t$ to its maximum possible value in all iterations, that is, $F^t = \min(N^t, M)$, ∀t. Note that each iteration with $F^t = M$ is equivalent to solving optimal matching in a bipartite graph [17]. Accordingly, the complexity of NFBA-max follows Theorem 3.

Theorem 3: The complexity of NFBA-max is $O(N^3)$.

Proof: The flow problem reduces to maximum-weighted matching in a bipartite graph. Without loss of generality, assume $N$ is divisible by $M$, and let $T = N/M$. There are exactly $T$ iterations. The number of nodes and corresponding arcs in iteration $t = 1, 2, \ldots, T$ are $(T + 2 - t)M$ and $(T + 1 - t)M^2$, respectively. By the complexity of maximum weighted matching [17], the $t$th iteration has $O((T + 1 - t)(T + 2 - t)M^2)$ running time, leading to an overall complexity of $O(TM^3) = O(N^3)$. For completeness, one has to account for the time of computing the profit values. Note that the computation in (4) does not impose the computational bottleneck.

The NFBA-max scheme resolves the potential problem of NFBA-1 because it considers the impact of channel uniformity. The segment slope is obtained from the approximated rate function with given \{$\{\bar{r}_{\text{mn}}, \bar{m}, \bar{n}, \bar{l}\}$}. Here, $\bar{r}_{\text{mn}}$, $\bar{m}$, and $\bar{n}$ are the geometric mean and the arithmetic mean of the elements in set $S_{\text{mn}}$, respectively, and $S_{\text{mn}} = \{\delta_{\text{mn}} > 0, m \in M, n \in \mathcal{N}_l\}$ denotes the set of strictly positive power savings. We note that $0 \leq s' \leq 1; s' = 1$ if and only if the power savings (elements in $S_{\text{mn}}$) are the same and so $\text{GM}(S_{\text{mn}}) = \text{AM}(S_{\text{mn}})$, whereas $s'$ decreases to zero as the power savings become more non-uniform. Hence, $s'$ describes the degree of uniformity of the power saving $\delta_{\text{mn}}$.

The strategy in (7) is devised from the observation that NFBA-max works well if the power savings are close to being uniform, whereas NFBA-1 is a greedy allocation that works well otherwise; therefore we can expect that NFBA-adapt overcomes the pitfalls of both NFBA-1 and NFBA-max with an appropriate choice of threshold $\tau$. Noting that NFBA-1 and NFBA-max are identical for $\tau = 1$ and 0, respectively, we can see that the NFBA-adapt strategy is a generalisation of both NFBA-1 and NFBA-max. It is difficult to find the optimum of $\tau$ analytically because the optimal $\tau$ depends on various system parameters such as $r_{\text{mn}}$, $g_{\text{mn}}$, $M$ and $N$. Nevertheless, an exhaustive search can be conducted to determine the optimal $\tau$ numerically, as performed in Section 5, for a given simulation environment.

Regardless of what $\tau$ is chosen in each iteration $t$, the overall complexity of NFBA-adapt is bounded by $O(N^3)$ from the following theorem.

Theorem 5: The complexity of NFBA-adapt is $O(N^3)$.

Proof: When $N \geq M$, the complexity of NFBA-1 and NFBA-max are $O(MN^2)$ and $O(N^3)$, respectively, from Theorems 1 and 3. They incur $N$ and $[N/M]$ iterations, respectively, so their complexity for one iteration is $O(MN)$ and $O(N^3)$. Suppose NFBA-adapt employs $a$ iterations of NFBA-1 and $b$ iterations of NFBA-max. Since $a \leq N$ and $b \leq [N/M]$ is sufficient to allocate all subcarriers, the complexity of NFBA-adapt is $O(aMN + bN^3M) \leq O(MN^3 + N^3) \leq O(N^3)$, that is, at most $O(N^3)$.

4 Bounds for global minimum power

In this section, we obtain upper and lower bounds for the minimum power in $P_{\text{orig}}$ via a compact integer program, which can be solved with moderate complexity. To this end, we bound the rate function $r_{\text{mn}}(\theta_{\text{mn}})$ from above or below, so that we can approximate the original rate function as a concave piecewise linear function. Fig. 4 illustrates the approximation of the rate function with three segments.

For the representation of approximation, we use line segment $l$, segment slope $\theta_{\text{mn}}$ and segment height $h_{\text{mn}}$. In general, the number of segments can vary by user $m$ and subchannel $n$, yet we assume that it is uniform merely for presentational simplification, that is, $l \in \{1, \ldots, L\} = L$ where $L$ is the number of segments. The amount of rate of a segment is bounded by $h_{\text{mn}}$ corresponding to segment $l$, and the segment slope is obtained from the approximated rate function as illustrated in Fig. 4. Using the approximated rate function with given \{$\theta_{\text{mn}}, \theta_{\text{mn}}$, $m$, $n$, $l$\}, the compact integer programming is formulated as:

\[
P_{\text{orig}} = \arg \minimize_{\{\theta_{\text{mn}}, \theta_{\text{mn}}, \theta_{\text{mn}}, l\}} \sum_{m \in M} \sum_{n \in \mathcal{N}} \sum_{l \in L} \theta_{\text{mn}}\theta_{\text{mn}}\theta_{\text{mn}} \delta_{\text{mn}} \quad \text{s.t.} \quad \sum_{m \in M} \theta_{\text{mn}} \leq 1, \quad \forall n \in \mathcal{N}
\]
The second segment ($l = 2$) and its slope $\theta_m$ and its hight $h_m$ in the rate axis are illustrated. Rate $\rho_m$ varies within the segment $l$ of subchannel $n$ for user $m$.

$$\sum_{m \in \mathcal{M}} x_{mn} = 1, \ \forall m \in \mathcal{M} \quad (8c)$$

$$\sum_{l \in \mathcal{L}} \rho_m^l = x_{mn} R_m, \ \forall m \in \mathcal{M}, \forall n \in \mathcal{N} \quad (8d)$$

$$\rho_m^l \leq b_m^l, \forall m \in \mathcal{M}, \forall n \in \mathcal{N}, \forall l \in \mathcal{L} \quad (8e)$$

$$x_{mn} \leq f_{mn}, \forall m \in \mathcal{M}, \forall n \in \mathcal{N} \quad (8f)$$

$$f_{mn} \in \{0, 1\}, \rho_m^l \geq 0, x_{mn} \geq 0 \quad (8g)$$

Description of the variables, objective function and constraints:

Variables:
- $f_{mn}$ is the binary variable representing assignment that is one if subchannel $n$ is assigned to user $m$ and zero otherwise.
- $\rho_m^l$ is the continuous rate allocated to segment $l$ on subchannel $n$ for user $m$, which cannot exceed $b_m^l$.
- $x_{mn}$ is the fraction of rate of user $m$ allocated to subchannel $n$.

Objective function:
- Equation (8a) represents the total power consumption of all users on all subchannels and line segments.

Constraints:
- Equation (8b) is for orthogonal subchannel allocation.
- Equation (8c) ensures that the fractions of rate on all channels of each user sum over to 100%.
- Equation (8d) states that for each user the rate to be supported on a channel (the right-hand side) equals to the sum of the rates allocated to the segments (the left-hand side).
- Equation (8e) simply sets the upper limit of rate that can be supported by each segment. Since the inverse function of rate function is convex, the first segment will be filled first at optimum, before moving to the next. In other words, the optimal solution will allocate power to segment $l_2$ only after saturation of power allocation on all segments $l_1$ with $l_1 < l_2$.
- Equation (8f) connects two sets of variables. In effect, it ensures that a user $m$ can use subchannel $n$ for serving (any fraction of) its rate demand, only if the subchannel $n$ is allocated to user $m$.

Assignment mapping:
- $\mathcal{N}_m \leftarrow \bigcup_{n \in \mathcal{N}} \{nf_{mn} = 1\}, \forall m$.

Note that the variable $x_{mn}$ can be eliminated by variable substitution using (8d). Formulation (8) is compact, namely, the numbers of variables and constraints are both polynomial in problem size, so that an off-the-shelf integer solver is applicable.

## 5 Numerical results

In this section, we evaluate total power consumption of the proposed NFBA. Power gap (%) from the lower bound of the minimum power is also shown in Table 1. More results regarding to NFBA-adapt are provided in Fig. 5.

### 5.1 Scenarios

We assume Rayleigh fading channels with unit variances. We consider a small-scale system with $(M, N) = (3, 8)$ and a large-scale system with $(M, N) = (20, 50)$. For each system, we use either symmetric or asymmetric target rates. In symmetric target rates, all users target rates are identical as $R_m = 1, \forall m$. In asymmetric target rates of the case when $(M, N) = (3, 8)$, $R_2 = 2R_1$ and $R_3 = 4R_1$, and the case when $(M, N) = (20, 50)$, $R_m = R_1$ for $m_1 = 2, \ldots, 8$, $R_{m_2} = 2R_1$ for $m_2 = 9, \ldots, 18$, and $R_{m_9} = R_{m_9} = 4R_1$.

### 5.2 Schemes

Numerical results are obtained for NFBA-1, NFBA-max and NFBA-adapt as described in Section 3. For small-scale systems, we also consider the NFBA-opt scheme, where we...
optimise NFBA with an exhaustive search of all possible combinations of $\{F_t\}$. In the NFBA-adapt, we set the adaptation threshold $\tau$ to 0.7, which yields the closest performance to the NFBA-opt in small-scale system. Moreover, the upper and lower bounds of the minimum power are obtained by solving the integer program in Section 4 (we shall use the lower bound for subsequent comparisons); for small-scale systems, we also obtained the exact minimum power via an exhaustive search. For the sake of comparison, we include the ACG and RCG algorithms in [9]. To do this, we modify the ACG and RCG algorithms with a continuous rate function and an exact water-filling solution.

5.3 Observations

The numerical results are shown in Table 1 when $R_1 = 1$. From the last column of Table 1, the lower and upper bounds are tight to less than 0.33%. [In defining the approximation for rate function in (8), we have ensured that the error is at most 1% for the entire rate range of every user and channel.] This allows for comparisons of the various schemes to the global optimum to within 0.33% error. In the table, the additional total power required compared to the lower bound is given as a percentage in boldface. For $(M, N) = (3, 8)$, NFBA-adapt achieves almost identical performance to that of NFBA-opt, which verifies that the adaptation in (7) works well. With symmetric and asymmetric target rates, the optimality gaps of NFBA-adapt are no more than 0.64 and 3.68%, respectively. Actually, the performance gap between NFBA-adapt and real global optimum from the exhaustive search is only 0.1%. Similar observations apply to $(M, N) = (20, 50)$. In fact, with asymmetric target rates, the gap is smaller compared with small-scale systems: the performance gap to global optimum is only 1.98%. Hence, we can conclude that the proposed NFBA-adapt can achieve a near-optimal solution even for large-scale systems.

1. $(M, N) = (3, 8)$, symmetric target rates, $\{R_m\}$.
2. $(M, N) = (20, 50)$, symmetric target rates, $\{R_m\}$.
3. $(M, N) = (3, 8)$, asymmetric target rates, $\{R_m\}$.
4. $(M, N) = (20, 50)$, asymmetric target rates, $\{R_m\}$.

In Fig. 5, we compare total power consumption over various $R_1$. Figs. 5a and 6b show the results for the small-scale and large-scale systems, respectively, with symmetric target rates, whereas Figs. 5c and 6d show the results for the
small-scale and large-scale systems, respectively, with asymmetric target rates. For the small-scale systems, the exhaustive search (optimal) is also included. From the results, we can verify that the NFBA-adapt algorithm achieves the nearest performance to the global optimal for all simulation setup.

6 Conclusions

We introduced a network-flow-based representation of resource allocation problem and proposed a heuristic NFBA requiring polynomial complexity with a flow size adaptation strategy. Furthermore, a compact integer programming problem was formulated to provide tight lower and upper bounds of the minimum power. Numerical results verified that the proposed NFBA with flow size adaptation can achieve near-optimal performance and that the bounds are very tight.
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